ined by omitting the confounder
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l|2r'31 + (ﬂzl,zz/ﬂfl)ﬁz. {7)
o expression 6 gives
Quzﬂl) + (]- - RQH)/S]T. (8)

ults given in the text are special
6 and 8: if the confounder is
Or, 23 = Xg, Koy = 1, and B* =
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2|1) (Uzl,zz/ﬂffl)ﬁz =
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ve interpretation, note that
.12 Of the linear regression of
ar, expression 7 reduces if the
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own as the effect of omitting a
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Dietary measurement error has two consequences relevant to epidemiologic
studies: first, a proportion of subjects are misclassified into the wrong groups,
and second, the distribution of reported intakes is wider than the distribution of
true intakes. While the first effect has been dealt with by several other authors,
the second effect has not received as much attention. Using a simple errors-in-
measurement model, the authors investigate the implicgtions of measurement
arror for the distribution of fat intake. They then show how the inference of a
more narrow distribution of true intakes affects the calculation of sample size for
a cohort study. The authors give an example of the calculation for a cohort study
investigating dietary fat and colorectal céncer. This shows that measurement
error has a profound effect on sample size, requiring a six- to eightfold increase
over the number required in the absence of error, if the correlation coefficient
between reported and true intakes is 0.65. Reliable detection of a relative risk of
1.36 between a true intake of greater than 47.5% calories from fat and less than

25%, calories from fat would require approximately one million subjects.

cohort studies; colorectal neoplasms; dietary fats

It is possible that dietary factors are a
contributing cause of many chronic dis-
eases, and a considerable research effort is
being spent investigating several plausible
dietary hypotheses. Epidemiologic studies
of diet and disease are made more difficult
by the problem of dietary measurement.
Although progress has been made in the
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development of dietary questionnaires (1},
comparison of questionnaires with suppos-
edly more accurate food records shows rel-
atively poor agreement (2). This indicates
a considerable discrepancy between the
true diet of an individual and that inferred
from a questionnaire, although it would be
wrong to assume without question that the
food record itself comes close to the truth.
If, as is usual, the aim is to measure average
intake over the long term, the question-
naire may be in error due to failure of recall,
whereas a food record over a short period
may fail to accurately represent long-term
diet. Most likely, therefore, both the ques-
tionnaire and the food record are in error.
However, the mean of several food records
taken over a broad spectrum of time is
likely to perform better than a single food
questionnaire.

Several authors (3-7) have recently writ-
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ten about the effect of measurement error
on the power of a cohort or case-control
study to detect a relation between a dietary
component and a disease. All have com-
mented on the loss of power due to dietary
measurement error, and some express con-
sequent doubt as to whether a negative (i.e.,
nonsignificant) result in a conventionally
sized study should be taken as evidence of
the nonimportance of a particular effect
(3, 5).

In this paper, we consider the required
size of a cohort study designed to detect an
effect of a dietary variable on the incidence
of a cancer, assuming the dietary variable
is imprecisely measured. One consequence
of imprecision is that subjects are misclas-
sified into the wrong exposure groups.
Walker and Blettner (7), in a seminal paper
on the effects of such misclassification in
epidemiologic studies, tabulated required
sample sizes for hypothetical examples of a
cohort and a case-control study. A second
consequence of dietary measurement error
is that the distribution of true intakes of a
nutrient is narrower than the distribution
of reported intakes, i.e., the true intakes
are more homogeneous among the popula-
tion than are those reported. Prentice et al.
(8) noted that this effect reduced the power
of a cohort study to detect given effects of
nutrient intake, in their discussion of di-
etary fat and breast cancer. We will discuss
this “narrowing” phenomenon in more de-
tail and incorporate its effect together with
that of misclassification into our sample
size calculations.

DISTRIBUTIONS OF REPORTED AND
TRUE DIETARY INTAKES

When planning the sample size of a co-
hort study, it is necessary to consider the
distribution of intakes of specific nutrients
in the population. We focus on dietary fat
as a nutrient of possible importance in the
etiology of cancer (9} and on the distribu-
tion of its intake among a cohort of men
and women over age 50 years.

Suppose we measure dietary fat intake
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by the percent of calories from fat con-
sumed by an individual. At the planning
stage, it is probable that no direct infor-
mation on the distribution of intakes in our
cohort is available. However, we sSuppose
that data from the National Health Inter-
view Survey, conducted in 1987 (10), are
the best available for our purpose. These
indicate that in subjects over age 50 years,
percent calories from fat has a distribution
shape very close to the normal, with a mean
of 37.7 and a standard deviation of 7 .6, and
that 16 percent of subjects report eating
less than 30 percent calories from fat and
5 percent report eating less than 25 percent
calories from fat {(table 1). However, these
reported intakes are obtained from a food
questionnaire (similar to the instrament we
plan to use in our study) and are subject to
errors. What can we say about the distri-
bution of true intakes?

To answer this question, we need to spec-
ify a statistical model describing the nature
of the errors made in reporting percent
calories from fat intake. Let X denote the
true percent calories from fat and Y denote
reported percent calories from fat. Then we
dssume that

Y=X+¢ (1)

Le., that the reported intake, Y, is the sum
of the true intake, X, and some independent
error, e, which may be positive or negative.
We further assume that the average ¢ is 0

TABLE 1

Distribution of reported and true intakes of fat,
measured by percent calories from fat

Reported percent  True percent
calories from fat calories from fat*
Mean 37.7 37.7
Standard deviation 7.6 4.9
Percent consuming
less than
25% 5 0.5
30% 16 6
35% 36 29
40% 62 68
45% 83 93
50% 95 99.4

* Caleulated assuming model 1 and p = 0.65.
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(i.e., that the questionnaire is unbiased)
and that ¢ has a distribution among the
population which is normal with a variance
which is the same regardless of the true
tevel of fat intake. These assumptions rep-
resent the simplest realistic model available
for dietary measurement error and have
been adopted by other authors (11). In the
Discussion, we consider evidence concern-
ing the validity of the model.

Under this model, it may be shown that:
1) if Y is normally distributed, then X is
normally distributed; 2) the mean of X is
equal to the mean of Y; and 3) if the cor-
relation between X and Y is p, then the
standard deviation of X is p times the stan-~
dard deviation of Y; alternatively, the ratio
of standard deviations of X to Y equals the
correlation coefficient p {see Appendix).
Applying these results, we conclude that
the true percent calories from fat has a
normal distribution with mean 37.7 (the
same as that reported) and standard devia-
tion 7.6p. Thas, if we know the value of the
correlation p, then the distribution of the
true percent calories from fat can be com-
pletely determined. Although p cannot be
measured directly, a rough estimate of its
value may be obtained from studies in
which the food questionnaire is validated
with a more accurate assessment of diet
such as the mean of several 4-day food
records.

One such study conducted as part of the
pilot phase of the Women’s Health Trial
demonstrated a correlation of approxi-
mately 0.65 between percent calories from
fat measured by a diet history question-
naire and by the mean of three 4-day diet
records (12). Since the food record gives an
imperfect measure of true average intake,
the value of 0.65 is an attenuated estimate
of the correlation between questionnaire
and true intake, and therefore requires an
upward adjustment (13). However, intra-
individual correlation also biases the esti-
mate of the correlation (13) and in this case
requires an almost equal adjustment in the
opposite direction. (Further details of these
adjustments are available from the au-
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thors.) Thus, the value of 0.65 provides our
best estimate of the correlation.

Applying this value of p to the National
Health Interview Survey data, we estimate
that the standard deviation of the true per-
cent calories: from fat in our cohort popu-
lation is 4.9. We may now estimate that the
proportion of the echort who actually eat
less than 25 percent calories from fat is not

- {95 — 317
5 percent (r« @(m%)

where @ is the normal integral |, but

0.5 percent (= @(gi;—sﬂ» (table 1).

Thus, if the error model is correct and
the assumed value of 0.65 for p is not too
low, then we must conclude that the distri-
bution of intake of fat (measured by percent,
calories from fat) is considerably narrower
than that reported and that, in particular,
only a miniscule proportion of the cohort
is truly eating less than 25 percent calories
from fat.

IDENTIFICATION OF A GROUP WITH
ATYPICAL DIETARY INTAKE

A difficulty with cohort studies of diet
and disease has been the narrow range of
intakes among indigenous populations (6).
The previous section shows that this prob-
lem is perhaps more acute than is some-
times realized, since measurement error ac-
counts for a proportion of the variation in
reported intakes, and true intakes are con-
sequently more narrowly spread than those
reported.

In the case of dietary fat and breast can-
cer, it has been speculated that one reason
for some negative results in cohort studies
is the inclusion in the cohort of only a very
small number of women eating low
amounts of fat, say less than 25 percent
calories from fat; perhaps it is only in these
woren that one will see a generally reduced
incidence of breast cancer? To test this
hypothesis, one would need to identify spe-
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cifically such a group of women and com-
pare them with a group eating “average”
amounts of fat. A natural way to identify
such a group would be to choose women
who report their intake of fat to be less
than 25 percent calories from fat. The re-
sulting group would include some women
who eat more than 25 percent calories from
fat because of the error in reporting, but
one might hope that the group would not
be too badly contaminated. Such hopes are
ill-founded! Using model 1 and assuming
p = 0.65, one may calculate the expected
distribution of true intakes among the se-
lected group (table 2, second row). Surpris-
ingly, only 7 percent of those who report
eating less than 25 percent calories from
fat actually will do so; 58 percent will eat
25-32.5 percent calories from fat, and 35
percent will eat more than 32.5 percent
calories from fat. Similarly, more than half
of those reporting an intake of 25-32.5 per-
cent calories fror fat will actually eat more
than 32.5 percent calories from fat.
Making the selection criterion more
stringent (e.g., reducing the upper limit of
reported fat intake to 20 percent calories
from fat) does not remedy this problem
(table 2, first row). Thus, in the presence
of measurement error, identification of a
subgroup of people who eat low amounts of
fat is a very difficult task. Only by mini-
mizing error can this problem be overcome.

FREEDMAN ET AL.

TABLE 2
Distribution of true intakes of fat* among groups selected according to their reported intake

SPECIFICATION OF RELATIVE RISKS

Suppose we wish to study a possible re-
lation between dietary fat intake and the
incidence of colorectal cancer in a prospec-
tive cohort. Naturally, an important ques-
tion is the size of cohort which is necessary
to detect reliably the existence of such a
relation. To calculate the sample size, we
have to specify the level of relative risk
which we wish to detect. We must distin-
guish two different ways of specifying rel-
ative risk: 1) describing a relative risk gra-
dient over the quantiles of the distribution
of percent calories from fat, or 2) describing
a relative risk gradient over the absolute
leveis of percent calories from fat. Walker
and Blettner {7), when considering the ef-
fect of measurement error on sample size,
choose the first method, assuming a relative
risk of 3 between the fifth and first quintiles
of the true intake distribution. However,
when a cohort study is being designed, this
form of relative risk specification has dis-
advantages. First, in scientific terms, the
effect of intake on disease incidence relates
directly to the actual level of intake and
cnly indirectly to the quantile of the intake
distribution. Epidemiologic studies are con-
ducted in many different populations, each
of which has its own intake distribution.
Thus, a relative risk of 3 between the fifth
and first quintiles may represent quite dif-
ferent magnitudes of effect, according to

True percent calories from fat

Reported percent
calories from fat <25 25-32.5 92.5-40 40475 >47.5
=20 14 67 19 —t -
=25 7 58 34 1 —
25-32.5 1 32 60 —_
32.5-40 — 11 66 23 —
40-47.5 — 2 47 48 3
>47.5 - - 20 65 15

+ Entries with dash indicate less than 1%.

* Caleulated assuming model 1 and p = 0.65; mean reported percent calories from fat = 37.7, standard
deviation = 7.6. The calculations involved computer evaluation of the bivariate normal integral; they were
performed using the IMSL subroutine, MDBNOR (14).
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the cohort population of interest. Second,
the distribution of true intakes in the co-
hort population is unknown and needs to
be inferred from a sampled distribution of
reported intakes, just as we described in the
earlier part of this paper. This inference
depends crucially on the correlation be-
tween the true and reported intakes in the
sample. Often there is uncertainty over the
inference because of lack of knowledge of
this correlation, and it is necessary to cal-
culate sample size over a series of agsumed
values of the correlation. However, each
assumption yields a different estimate of
the true intake distribution, thus changing
the relative risk gradient over the quantiles
of the distribution, the very basis for the
sample size calculation; this results in
confusion.

The latter problem is not treated by
Walker and Blettner (7). They assume that
the relative risks over the quantiles of the
true intake distribution are given a priori
and that these risks do not depend on the
correlation between true and reported in-
takes. Hence, their results relating to the
required sample size are conditional on
knowing the distribution of true intake at
the outset. They show how these required
sample sizes are inflated because of the
misclassification of subjects induced by
dietary measurement error. In this paper,
we make a different assumption—that the
relative risks over absolute values of the
true intake can be specified (point 2 above)
on the basis of international correlations of
disease incidence and food disappearance
data, for example, but that the true intake
distribution is not known directly. We as-
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sume that the reported intake distribution
of the cohort is already known through a
previous or baseline survey. Furthermore,
we also assume that the method of report-
ing diet used in that survey bears the same
correlation with true intake as does the
dietary measurement method to be used in
the cohort study. This last assumption is
not central to the sample size calculation—
entirely different values of the correlation
for the survey questionnaire and the cohort
study questionnaire could be chosen—but
it simplifies tabulation of the effect of mea-
surement error. Moreover, this assumption
will often be close to the truth. In the
Appendix, we outline the statistical meth-
ods and show how to incorporate different
values of the correlation for survey and
cohort questionnaires. By taking this ap-
proach, we account for two factors resulting
from dietary measurement error: 1) mis-
classification of subjects as described by
Walker and Blettner, and 2) greater
homogeneity of the true intake distribu-
tion. These factors independently decrease
statistical power and increase sample size
requirements, as we will demonstrate
below.

To investigate the sample size require-
ments of our study, we considered three
different sets of relative risks for develop-
ing colorectal cancer (table 3); we used the
same groupings of percent calories from fat
as in table 2. The three rows of table 3
represent three different relative risk gra-
dients, which we call small, moderate, and
large. The large gradient specifies a relative
risk of greater than two between the ex-
treme upper and lower groups. The small

TABLE 3

Three relative risk hypotheses according to the true absolute fat intake level, measured by
percent calories from fat

True percent calories from fat

Gradient
<25.0 25.0-32.5 32.5-40.0 40.0-47.5 >47.5
Small 1.0 1.09 1.18 1.27 1.36
Moderate 1.0 1.16 1.32 1.48 1.64
Large 1.0 1.33 1.67 2.00 2.33
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gradient specifies a relative risk of 1.38
between these same two groups and repre-
sents a level of risk which is low, but which
would still have an impact on the public
health of the nation because of the high
incidence of the disease.

CALCULATION OF SAMPLE SIZE

The hypotheses in table 3 describe rela-
tive risks according to true fat intake.
When analyzing the results of a cohort
study, we relate reported fat intake to dis-
ease incidence. Usually subjects are
grouped according to their reported intakes,
and a statistical test is used to detect a
trend over the ordered groups. Quite often,
the groups chosen are the quintiles of the
reported intake distribution, and a trend
test is employed using the scores 1-5 for
the five ordered quintiles. However, in
keeping with our use of absolute values of
percent calories from fat in specifying the
relative risk, we define our risk groups for
analysis using the same groupings as in
table 3 applied to the reported intakes.

To calculate sample size, we need to de-
termine the expected risks within these five
reported percent calories from fat groups.
These are calculated by applying the per-
centages from the appropriate row of table
2 to the hypothesized relative risks con-
tained in the chosen row of table 3. For
example, to determine the risk in the lowest
reported fat intake group (reported calories
from fat <25 percent) under the small gra-
dient hypothesis, we calculate

[(7 X 1.0) + (58 x 1.09) + (34 X 1.18)
+ (1 X1.27) + (0 x 1.36)}/100 = 1.116.
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For the group 25-32.5 percent calories from
fat, the risk is

[(1 X 1.0) + (32 x 1.09) + (60 X 1.18)
+ (7 X 1.27) + (0 % 1.36)]/100 = 1.156.

With the lowest fat intake group as the
reference, the relative risk in the group <25
percent calories from fat is 1.0, and that in
the group 25-32.5 percent calories from fat
18 1.156/1.116 = 1.036. Relative risks in the
five reported groups are shown in table 4
for each of the three risk hypotheses, still
assuniing that the correlation p 0.65.
Comparison of table 4 with table 3 shows
the considerable attenuation in the relative
risk gradient because of measurement
error.,

Having determined the relative risks
across the five risk groups, we may now
apply a standard sample size formula to
find the required number of cases C to give
a power, 1 — 3, of detecting a trend in risk
to be significant at the 5 percent level. The
formula we use is taken from Breslow and
Day (15) and is in the Appendix.

The number of cases required in the co-
hort study depends strongly on which of
the relative risk gradients is hypothesized
(table 5). With no dietary measurement
error, the number of cases required varies
from 160 to 1,500, according to the hypoth-
esis. When measurement error is accounted
for, assuming a correlation of 0.65, these
numbers are multiplied by approximately
six to eight. This multiplicative factor is
larger than the approximately threefold in-

crease determined by Walker and Blettner
(7), since we include the shrinkage of the
true intake distribution in our calculation.

TARLE 4

Relative risks*

in groups defined by reported percent calories from fat according to three relative risk hypotheses

Reported percent. calories from fat

Gradient
<25.0 25.0~-32.5 32.5-40.0 40.0-47.5 >47.5
Small 1.0 1.04 1.07 1.10 1.13
Moderate 1.0 1.06 1.11 1.16 1.22
Large 1.0 1.10 1.19 1.29 1.39

* Assuming correlation p = 0.65.
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TABLE 5

For fat and colorectal cancer, numbers required to detect a significant effect at 5% level with 90% power using
trend test over 5% calories from fat groups: <25%, 25-32.5%, 32.5-40.0%, 40.0-47.5%, and =47.5%

Correlation between measured and true exposure

Relative rigk*

0.60 0.65 0.70 0.75 1.00%

Small

Casest 14,500 10,400 7,700 5,800 1,500

Cohort§ 1,455,000 1,044,000 773,000 582,000 151,000
Moderate

Cases 5,600 4,000 2,900 2,200 530

Cohort 562,000 401,000 291,000 221,000 53,000
Large

Cases 2,000 1,400 1,000 740 160

Cohort 201,000 141,000 100,000 74,000 16,000

* Over 5 groups (<25, 25-32.5, 32.5-40.0, 40.0-47.5, and =47.5). Small: 1.00, 1.09, 1.18, 1.27, and 1.36;
moderate: 1.00, 1.16, 1.32, 1.48, and 1.64; large: 1.00, 1.33, 1.67, 2.00, and 2.33.

t Correlation = 1.00 represents no measurement error.

% Total number of cases in cohort. Calculated using Breslow and Day (15). Rounded to the nearest 100.

§ Assuming 5-year follow-up; 199.3 cases per 100,000 subjects per year. Rounded to the nearest 1,000.

To obtain the number of subjects re-
quired in the cohort, we calculate the pro-
portion of new cases of disease, P, that we
expect to see in the period of follow-up and
divide the number of cases required, C, by
P. For example, if the cohort comprised an
equal number of subjects in the age ranges
50-54, 55-59, 60-64, 65-69, and T70-74
years, then one may calculate by using Sur-
veillance, Epidemiclogy, and End Results
Program incidence rates (16) that over a 5-
year period an average of 199.3 new cases
of colorectal cancer per 100,000 subjects per
year would be observed. Hence, the propor-
tion of cases, P, in the 5-year period is
expected to be 5 X 199.3 X 107° = 0.009965.
Thus, assuming a correlation of 0.65, to
reliably detect the small gradient hypothe-
sis one would need a total of 10,400/
0.009965 = 1,044,000 subjects. The num-
bers of subjects required, under different
assumptions, for this colorectal cancer ex-
ample are shown in table 5.

DISCUSSION

In this paper, we introduced model 1 to
represent dietary measurement error and
investigated the consequences relating to
the distribution of true dietary intake in

the population and the required sample size
in a cohort study. The model is admittedly
simplistic. Below we discuss some depar-
tures from the model which may occur in
practice. Besides these, it must be acknow!-
edged that there are many complexities in
the analysis of cohort studies which we
have not incorporated into our sample size
calculations. For example, we have as-
sumed that we are able to adjust adequately
for all relevant confounders. If the com-
founders themselves are subject to mea-
surement error, then bias in the estimated
relative risks can result, with overestima-
tion or underestimation occurring in differ-
ent circumstances. It would be futile to try
to include all such complexities in the sam-
ple size calculations, particularly since the
main determinant of sample size, the rela-
tive risk gradient, is itself unknown. Never-
theless, a simple model such as model 1 can
be useful to quantify the impact of mea-
surement error on the required sample size.

Model 1 predicts that in the presence of
dietary measurement error the true intakes
will have a narrower distribution than
those reported. Data from the Nurses’
Health Study (2) and from the Women’s
Health Trial (12) comparing food question-
naires with the mean of several food records
both show that the variances of intake ac-
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cording to the food questionnaires were
greater than the variances of those based
on the mean of the food records. If we
accept that the latter are likely to be a more
accurate measure of true average intake,
then these data are consistent with the
prediction of model 1.

For nutrient intakes measured by weight
or caloric content rather than as a percent
of total calories, distributions tend to be
skewed and are not normal. Logarithmic or
square root transformations are often used
to make the distributions of these intakes
closer to normal, and model 1 might then
apply to the transformed values of Y and
X.

Several variants of model 1 relating re-
ported intake Y to the true intake X are
possible. For example, a more general
model Y= a + 8X + ¢ may apply. In model
1, « is zero and § is equal to one, but
different values of @ and § may be envi-
sioned. For example, Pietinen et al. (17)
have noted a tendency for intake to be
underreported on a questionnaire com-
pared with the mean of several food records.
Thus, « may in some cases take a negative
value. However, such bias was not observed
in the data on percent calories from fat in
the Women’s Health Trial (12).

A consequence of the more general model
is that the ratio of standard deviation of X
to Y equals p/B3. When # equals one, this
ratio becomes equal to p, a result mentioned
earlier in the paper in connection with
model 1. Thus, if model 1 is true, we should
observe in validation studies that the ratio
of standard deviations of food record in-
takes to questionnaire intakes is equal to
the correlation between them. In fact, data
on percext calories from fat from the Wom-
en’s Health Trial (12) showed that in the
“usual diet” group the ratio of standard
deviations was 0.76, whereas the correla-
tion was 0.67. This implies a value of 8 a
little less than one (0.67/0.76 = 0.88). Sim-
ilar estimates of 8 were seen for other mac-
ronutrient intakes. However, in the Nurses’
Health Study (2), which employed a differ-
ent questionnaire, estimated values of 8 for
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16 macronutrient intakes were generally
lower, ranging from 0.34 to 0.88 {mean,
0.62). This may reflect a tendency for those
eating little of a nutrient to overreport their
intake and for those eating large quantities
to underreport the amount they consume,
a pattern of reporting which would lead to
a value of 8 less than one, an observation
which has been referred to in the nutrition
literature as the “flattened slope” effect.
However, another factor to consider in
these data is that the food record acts only
as a surrogate for the truth. If model 1 were
correct, error in the food record would tend
to reduce below one the value of 8 in the
regression between the questionnaire and
the food record. Thus, an observed value
for 8 of less than one could result from
appreciable measurement error in the food
record or, as noted above, from a departure
from model 1, or both. Further analysis of
food validation data may be able to disen-
tangle these effects.

If model 1 were incorrect and the value
of B were truly less than one, then the
required sample size would be smaller than
that based on model 1. This is because the
standard deviation of the true intakes
would be larger than (1/8 times) the value
implied by model 1. When possible, accu-
rate determination of § is advisable. How-
ever, often there is considerable uncer-
tainty surrounding the value of 8, and in
this case it is prudent to adopt the model
leading to the more conservative estimate
of sample size, i.e., model 1. The possibility
that 8 is greater than one, in which case
even larger sample sizes would be required,
is not supported by any data known to us,
but cannot be entirely dismissed.

Another assumption of model 1 is that
the error variance is independent of the
true intake, i.e., the magnitude of reporting
error does not change with the true intake.
This may not always be the case. It might
happen, for example, that the lower the
true intake is, the smaller is the error. In
fact, the Women’s Health Trial data show
a smaller estimate of the standard deviation
of error (4.4 percent} in the intervention
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group who ate a mean 21.1 percent calories
from fat than in the control group (5.7
percent) who ate a mean 37.7 percent cal-
ories from fat. However, in this case the
lower standard deviation in the interven-
tion group may be due to the greater aware-
ness of nutrition among these women and
a consequently increased accuracy of
dietary reporting. Further data, as they
become available, will test the generality
and applicability of model 1 to dietary
measurement.

Besides the implied narrowing of the true
intake distribution, measurement error also
causes misclassification of subjects in the
risk groups. Both phenomena lead to losses
of power and increases in the required sam-
ple size of a cohort. Whereas Walker and
Blettner (7) have focused only on the ef-
fects of misclassification, we have, by work-
ing with model 1, incorporated both effects
into the sample size calculations.

Our sample sizes in table 5 seem partic-
ularly large, partly because of the effects of
measurerment error, but also because we
have chosen relatively small gradients in
relative risk as our hypotheses. We do this
deliberately because even the smallest of
these gradients may have important impli-
cations for public health. In table 6, we
show the proportion of colorectal cancers
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which would be prevented were all members
of the population to reduce their fat intake
so as to move into the next lowest group
(18), an average reduction of 7.5 percent
calories from fat in the population. Under
the large gradient hypothesis, this change
in diet would prevent neatly 20 percent of
colorectal cancer; were the small gradient
hypothesis to be true, 7.5 percent of colo-
rectal cancer would be prevented. This lat-
ter apparently small effect would amount
to 11,000 fewer cases of colorectal cancer
each year in the United States. Thus, the
detection of such a small gradient in rela-
tive risk is worthwhile for common forms
of cancer such as lung, breast, colorectal,
and prostate cancers, and the conduct of a
very large cohort study to discover such
dietary associations deserves consideration.

An important guestion with regard to
such a cobort study would be the level of
bias which we might expect in assessing the
effect of a nutrient, having corrected for
known confounders and measurement er-
ror. There is a tradition that cbserved rel-
ative risks in epidemiologic studies need to
be large to be convincing because of the
possible biases which might operate. Early
concern over bias was considerable, and it
was suggested that relative risks of 2 or less
were not to be regarded as conclusive evi-

TABLE 6
Preventable proportion of colorectal cancer were the population to shift their fat intake to the next lowest group

Percent calories from fat

Proportion with true

Relative risk gradient

intake in the range Small Moderate Large
<25.0 0.01 1.00 1.00 1.00
25.0-32.5 0.14 1.09 1.16 1.33
32.5-40.0 0.53 1.18 1.32 1.67
40.0-47.5 0.30 1.27 1.48 2.00
>47.5 0.02 1.36 1.64 2.33
Preventable proportion (%)* 7.5 11.7 18.9
Reduction in number of colorectal
cancers per annum in the
United States (current inci-
11,000 17,200 27,800

dence, 147,000 per annuin)

* If p; is the proportion in the ith group (i = 1-5 in ascending order of fat intake) and r; is the relative risk
b3 b

then: preventable proportion = %, pilri — ri-1)/ Y, pir
=1

i=2
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dence. Mantel and Haenszel (19), discuss-
ing case-control studies, are less conserva-
tive, suggesting 1.5 as the lower bound for
conclusive evidence. However, in the same
paper, they state that “A primary goal is to
reach the same conclusions in a retrospec-
tive study as would have been obtained
from a forward study, if one had been
done” (19, p. 722). It is clear that, along
with many others, Mantel and Haenszel
considered that case-control studies are
subject to a greater array of sources for
potential bias than prospective cohort
studies.

For cohort studies, it therefore would
seem reasonable to interpret results some-
what less conservatively than for case-
control studies. Table 4 shows that the
small relative risk gradient leads to relative
risks clearly too small to be convincing, the
moderate gradient leads to relative risks
which may still be a little too small, whereas
the large gradient leads to relative risks
which we feel would be convincing, if ob-
served. Using our example of colorectal
cancer it may therefore be appropriate to
conduct a cohort study of size between that
required for the large gradient (141,000)
and the moderate gradient (401,000} to de-
tect convincingly dietary risk factors with
relative risks which are moderate but im-
portant from a public health perspective.
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APPENDIX

Our method is described in steps A to F:
A. Assume we conduct a baseline survey in a sample which is representative of the cohort population. Let

X = the true nutrient intake, and Y = the reported nutrient intake in this survey. Assume 1) Y is normally
distributed with known mean p, and known standard deviation a,; 2) Y = X + ¢, where ¢ is normally distributed
with mean 0 and is independent of X; 3) the correlation between Y and X is known, from validation studies of
the baseline survey instrument, to be p. Then X is normally distributed, with mean u, = pu,, and standard
CoviX, Y) of o
0.0y a0y Uy'

B. Assume that we question each member.of the cohort study and that Z = the reported nutrient intake.
Assume 1) Z is normally distributed with mean g, and standard deviation o.; 2) Z = X + 8, where & is normally
distributed with mean 0 and is independent of X; 3) the correlation between Z and X is known, from validation
studies of the cohort study instrument, to.be 7, Since we already know from step A that X has mean g, and
standard deviation po,, and since the above assumptions imply that X has mean y, and standard deviation 7o,
it follows that u, = u, and o, = po,/7.
In our calculations for the paper, we have assumed that 7 = p, so that ¢. = »,.
C. We divide the range of true intakes into n intervals: (%0, %1}, (X1, X2),y + o (% — 1, %a). We choose xp and x,
a0 that there is a negligible proportion of intakes beyond these limits. Let the relative risk for each group be r,
Tas - - -» 'y define the lowest intake group to be the reference so that r, = 1. These are the relative risk hypotheses
shown in table 3 of the main text.

D. We divide the subjects into m groups, according to their reported intakes: (20,21), (21,22), - - s {&m ~ 10 Zm)-
These groups could be chosen to be the same as (%o, %1)s - - o (% _ 1, %) OF could be chosen according to another
criteria, e.g., according to the guintiles of the reported intake distribution. Using the univariate normal
distribution, we may calculate the probabilities II; of being in reported groupj (j=1,..., m). These are shown
in table 1 of the main text. Using the bivariate normal distribution, we calculate the conditional probabilities:

deviation ¢, = pa,. The latter result follows from p =

py = P[Xisin (%1, %) | Zisin (71, 2l

These are the probabilities shown in table 2 of the main text. In our calculations, we have chosen m and n to

be equal to five and (2o, . . ., =) t0 be equal to (Ko « « o Xn)-
E. The relative risks (g1, . . .; ) in the m groups based on reported intakes are calculated as:

g = X pgti/ X Pali
=1 i=1

The denominator ensures that g, = 1.0, i.e., that group 1 acts as the reference group. These are the relative
risks shown in table 4 of the main text.

F. The number of cases C required in the cebort is calculated using a method of Breslow and Day (15),
assuming the analysis will employ a test for trend in relative risk over the m groups of reported intakes.

Let z, be the z value corresponding to the significance test (e.g., for a two-sided 5 percent significance test z,,
= 1.96).

Let z,_s be the z value corresponding to the power of the test (e.g., for 90 percent power 2, = 1.28).

Let w, . . ., w, represent the scores for the m groups (20,21), - - +» {Zm1,2m), t0 be used in the trend test. For the

calculations, we have assumed w,; =j (j=1,..., m).

Then
]{Za[z witl; — (Z w,-&)} + 21-3{2 q,-H,-(wj -Z wk“h) ] /(2 q,-II,-) }’

C= 2
{E quIj<w,- ) wknkﬂ / Zqll;

where summations are over the m reported intake groups. In this formula, terms in * and lower have been
ignored; the formula is a good approximation for large sample sizes, as occur in this paper. For problems in
which the required numbers of cases are smaller, the more exact method given by Breslow and Day (15) should
be used.

Walker and Blettner {7) implicitly assume that the distribution of X is known a priori. Essentially, they
start out from stage B of our method and examine the effect on the power of different values of r, varying 7
while disregarding p. Our approach is therefore an extension of that of Walker and Blettner in which we also
account for the imperfection of the dietary measurement in the baseline survey. By assuming 7 = p, we can, in
one table (table 5), examine the joint effects of shrinkage of the true intake distribution and of misclassification.
"This could be done more generally assuming different values of p and r, but would require several tables of
sample size tabulated against 7 (as in table 5), one for each value of p.




